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Executive Summary

* Al poses substantial threats and opportunities for democracy in an important year
ahead for global democracy. Despite the threats, Al technologies can also improve
representative politics, citizen participation, and governance.

* Al influences democracy through multiple entry points, including elections, citizen
deliberation, government services, and social cohesion, all of which are influenced
by geopolitics and security. All of these domains, mapped in this paper, face threats
related to influence, integrity, and bias, yet also present opportunities for targeted
interventions.

*  The current field of interventions at the intersection of Al and democracy is diverse,
fragmented, and boutique. Not all AI interventions with the potential to influence
democracy are framed as “democracy work,” demonstrating the imperative for
democracy advocates to widen the rhetorical aperture and to continue to map,
identify, and scale interventions.

*  Diverse actors who are relevant to the connections between Al and democracy
require tailored expertise and guardrails to maximize benefits and reduce harms. We
present four prominent constellations of actors who operate at the Al-democracy
intersection: policy-led, technology-enabled; politics-led, technology-enabled; civil
society—led, technology-enabled; and technology-led, policy-deployed. Though each
brings advantages, policy-led and technology-led interventions tend to have access to
resources and innovation capacity in ways that enable more immediate and sizable
impacts.
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Introduction

Emerging artificial intelligence (AI) technologies are entangling with a crisis in democracy.
Although AT technologies bring a host of risks related to applying technology to politics,
they can also improve representative politics, citizen participation in democracy, and effec-
tive governance. These entanglements present a complicated landscape.

The imperative to mitigate AI's harms and leverage its benefits for democracy could not
come at a more critical time. Recent V-Dem (Varieties of Democracy) scores show that the
level of democracy enjoyed by the average person in the world in 2024 had fallen to 1985
levels.! Last year, for the first time in twenty years, the world had fewer democracies (eighty-
eight) than autocracies (ninety-one).” Since 2009, recent metrics found that the share of the
world’s population living in autocratizing countries, totaling almost 40 percent of the global
population, overshadowed the share living in democratizing countries which host only about
5 percent.’ The decline is particularly stark in Eastern Europe and South and Central Asia,
but touches all world regions.

The coming year will test democracy’s future. Experts predict a vanguard year for tech-
nology, with the global agentic AI market expected to triple,* demand for chips to support
Al data centers rising sharply,” and Al moving from experimentation to the “center of
operations” for many firms.® Meanwhile, AI’s impacts on the political space remain un-
certain, with many important elections coming up this year. Uganda’s upcoming January
general election will signal the country’s potential to counter deepening authoritarianism
in East Africa, while Bangladesh’s February national elections will test the potential to
reverse current trends in democratic erosion. March and October elections in Colombia
and Brazil will test the potential for democratic gains in major Latin American economies,
while Israel’s upcoming parliamentary elections will test institutions facing constitutional
strain. Meanwhile, in the United States, November state-level midterm elections mark a key
moment for the democracy facing political polarization, including a key upcoming contest
in the country’s largest state economy, California. Taken together, these contests illustrate a
broader global crossroads: whether democratic backsliding continues to harden or whether
democracies build institutional resilience.

Democracy advocates warn that Al amplifies existing threats in the digital information
environment, including misinformation, polarization, and repression. When we asked
Californians in the summer of 2025 about their views on AT’s role in voting and elections,
only 8 percent reported being “very confident” in being able to tell the difference between
real and fake content online, with 57 percent reporting that they are “very concerned” about
the influence of deepfakes and other Al-generated content in elections.” Many applications
of Al technologies to politics and civic life present opportunities for democratic institutions
alongside risks for repression and misuse—echoing and amplifying some of the effects of
past digital transformations. Digital progress has long been Janus-faced in its offer to both
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strengthen and weaken democracy,® but it takes on new contours with the unprecedented
power of Al to collect and process data. Beyond that, the rise of generative AI, which creates
new, original content from existing data, and the emergence of agentic Al, which can act
autonomously toward goals, both present distinct risks and benefits for democracy as Al
increasingly automates tasks and shapes its operating environment. Work to address these
challenges and opportunities requires a broad understanding of democracy. Not all Al-
related activities that are relevant to democracy fall under conventional labels of “democracy
work” or related studies, and the rapid pace of technological advancement will require im-
proved translation of AT’s potential and perils more effectively to publics and policymakers.

The last five years have seen remarkable technological progress in the power and potential

of Al technology to transform how citizens and government interact. To harness its benefits
and manage risks, governments need updated regulations and skills training, but policy
responses have historically struggled to keep pace with rapid technological development.

As noted in the recent “California Report on Frontier Al Policy,” early design choices and
security protocols will shape long-term governance challenges.” Meanwhile, scholars note a
fundamental trade off in AI model development: limited Al systems that are controlled and
narrowly built for accuracy (“symbolic AI”) require balancing with messier systems built on
high-dimensional data that define generative AI, where errors inevitably occur, with implica-
tions for trust and safety."

Democracies must balance the potential benefits of messier and more
powerful Al systems with their unavoidable risks of misinformation,
mistrust, and political manipulation.

Democracies must balance the potential benefits of messier and more powerful Al systems
with their unavoidable risks of misinformation, mistrust, and political manipulation. At its
heart, democracy requires tools and processes for collecting preferences among electorates,
areas ripe for transformation with the rise of emergent capabilities such as machine learning,
big data, and the introduction of large language models (LLMs). These tools hold potential
to transform not only the electoral process but also the aspects through which democracy

is developed and delivered, including through campaigns, polling, governance, legislation,
justice, human rights, security, and more.

Observers of democracy may view the intersection of the two domains with dismay: On

its surface, Al appears thus far to have negligibly fulfilled its promise for safeguarding

and renewing democracy, with risks accelerating as regulation lags, leading to limited and
inconsistent regulatory patchworks across markets.! Yet a more dynamic and potentially
optimistic picture can be found in the global initiatives and interventions that fall under the
broad umbrella of work on Al and democracy. This paper reviews the nature of and maps
the landscape of this work, describing some of the critical points of intersection between

Al and democracy, relevant risks and opportunities, and the status of different activities
working to address them, presenting a taxonomy of prominent issues facing scholars and
practitioners working at the intersection.

AI AND DEMOCRACY: MAPPING THE INTERSECTIONS



Mapping Democracy and Al:
Four Intersections

The potential impacts of Al on democracy are vast, especially when recognizing the multiple
definitions of democracy.'> Common understandings of democracy focus on direct and par-
ticipatory models of governance, with some centered on citizen deliberation and democratic
input while others prioritize representative models with a focus on institutional design and
reform or on issues such as civic organizing, justice, and the rule of law. Still others spotlight

wider socioeconomic and political conditions and outcomes."

The analysis here draws on interviews with leading technologists, researchers, and practi-
tioners in addition to desk-based research given the fast-moving nature of the relevant fields.
The findings represent the areas experts consider to be key intersection points between
democracy and Al Taking a broad view of democracy, there is a vast, and admittedly
overwhelming, set of activities that could be considered relevant to the connections between
the two domains. The diversity of issues at the intersection, some of which will not fall under
conventional “democracy work” labels, indicates the significance of a deeper understand-

ing of potentially relevant efforts that does not exclusively rely on the use of “democracy”
terminology.

Box 1. Intersections of Al and Democracy

o2 o1

Elections and Campaigns

Government Institutions and
Services

Citizen Deliberation and
Input

®) O

(4 J@) (@)

Social Cohesion, Rights and
Socioeconomic Conditions

30V3Id TYNOILVNYILNI ¥O4d LNIWMOANIT 3IIHINYVO



We identify four critical domains around which Al and democracy intersect. Though not
exhaustive, this framework highlights some of the main catalytic interactions around devel-
oping Al and potential democratic futures and organizes our mapping landscape of ongoing
interventions that follows.

One is the intersection of Al technologies with elections and campaigns.

Publics and policymakers alike express rising concern about Al’s potential impact on
elections.' While algorithms have been responsible for shaping the information environment
for some time, new Al developments, including generative Al and advanced large language
models, present new challenges and opportunities for election integrity and for the wider
information ecosystem shaping electoral outcomes.

Some scholars point out that wider structural challenges facing democracies worldwide,
such as voter disenfranchisement and election integrity, remain democracy’s most significant
threats—an important reminder that it is not technology that on its own undermines elec-
tions but rather its interactions with wider political and social environments.” Some point
out that generative Al's impacts on elections so far have been “overblown,” highlighting that
AT’s influence in a hallmark year for global elections in 2024 fell short of fears of widespread
damage.'®

But risks remain as deepfakes and misinformation threaten to cause more extreme damage
in the future, with experts noting that “the genie is loose.”"” As just a few examples, in 2024,
a Russian operation using Al and other digital tools reportedly influenced the first round of
a Romanian presidential election, leading a court to nullify the initial ballot and to run a
new vote.'" And the 2023 elections in Nigeria and the 2024 elections in South Africa both
experienced influence from harmful Al-generated content, including both audio and video
content aiming to influence election outcomes.” Similar reports suggest Al is supporting
foreign election influence campaigns in South and East Asia, Latin America, and elsewhere.*

The proliferation of deepfakes can have both direct and indirect effects on politics, with a
variety of potentially destabilizing impacts on democracy.”" AI’s capacity to amplify misin-
formation can alter citizens’ “knowledge basis,” what scholarship has deemed a profound
foundation for democracy, thereby threatening the fabric of democracy.?* At the same time,
Al raises a number of opportunities to support the representativeness and reach of elections
and campaigns, for example by supporting interventions aimed at expanding voter registra-
tion and turnout, thereby enhancing democracy.”

Another intersection point between Al and democracy relates to Al and citizen delibera-
tion and input.

AT holds the potential to dramatically scale citizen dialogue and consultation, both for

the governance of models themselves as well as to facilitate citizen input into government
and policy. These tools can expand the depth of citizen consultation, participation, and
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dialogue—or transform them in ways that might eliminate human bias—to support demo-
cratic representation and deliberation. This work also requires efforts to ensure representative
participation, scaling, and meaningful democratic use.

An additional intersection relates to that of Al technologies with government institutions
and services.

Effective service delivery is linked to the legitimacy and stability of democracy, and gov-
ernments at national and local levels are increasingly integrating Al technology into their
service programs.”* Our mapping identifies important innovations worldwide that reveal
where Al can increase the quality and efliciency of government service delivery. Evidence
also indicates that Al use by government service providers is growing. A national 2024 Ernst
& Young survey found that 64 percent of U.S. federal government employees and 51 percent
of state and local government employees reported “using an Al application daily or several
times a week,” with reported use in areas including border patrol, drone manufacturing,
biometric data collection, and more.?

But the 2025 Carnegie California Al Survey of Californians’ views on government use of Al
underscores considerable skepticism even in a state that leads in technology development.®
Despite the United States” top ranking in the 2024 Government Al Readiness Index,”
which assesses governments’ capacity to integrate Al into public services, the 2025 Carnegie
California AI Survey shows that Americans in a leading technology-producing state are
concerned about government use of AL*

Among respondents, few Californians said AI has improved their interactions with gov-
ernment. Only a small number (4 percent) reported that Al “significantly improved” their
ability to access public/government services. But significantly more respondents (37 percent)
selected that they “don’t know,” revealing an ongoing lack of knowledge and/or uncertainty
about how AT’s influence on government services affects them. Respondents were split

on whether AI can be used to make government more efhcient. A significant number of
respondents said that Al is “somewhat important” (36 percent) for improving government
efficiency, more than those who said it is “not important” (28 percent), while many said that
they “don’t know” (23 percent), signaling public uncertainty about Al technologies and their
potential impacts on their interactions with government.

Addressing these trust gaps will be vital, given rising AI use and deep public skepticism,
some of which is shaped by unprecedented growth of profit-driven technology firms and
their rising influence on the political sphere. Some scholars, such as Bruce Schneier and
Nathan Sanders, call for government-funded, publicly accountable Al to help balance these
concerns and to safeguard democracy by building stronger trust and safety for government
use of AL.* The concern is especially acute in the United States, where Al is advanced but
largely privatized—unlike China’s state-led model or Europe’s blend of investment and
regulation—concentrating immense power in a few Silicon Valley firms.
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Trust in government use of Al spans multiple issues, without one simple solution. Among
challenges, notable gender gaps persist in Al use that will be important to monitor for gov-
ernance interventions, with women reporting significantly less trust in and uptake of such
tools than men, potentially reflecting gendered safety concerns,?® as well as gaps in related
training and other socioeconomic differences. Disabled individuals and other marginalized
groups also report lower trust.*! Carnegie California found similar gender differences in Al
use and trust—even more pronounced than differences based on race or political party. Such
a pattern threatens to weaken AI’s democratic potential if participation is uneven across
populations.®*

Carnegie California found similar gender differences in Al use and
trust—even more pronounced than differences based on race or
political party.

Improving government use of Al could pay potential dividends for democracy. Enhanced
government services can help rebuild the social contract where it is weakened and stave off
backsliding. Building on the known benefits of digital/electronic governance (e-governance)
for gains such as anti-corruption and access,” the promise of Al for this aspect of democracy
is that it can help improve the quality and reach of policies, laws, and service delivery. But
given risks around government misuse of data and the potential to advance bias through
increasingly automated provision and related barriers to public trust, democratic govern-
ment use of Al requires ongoing monitoring and attention to ensure fairness, equity, and
rights-protection.

The fourth intersection relates to Al’'s impacts on social cohesion, rights, and socioeco-
nomic conditions. Social and economic inequalities can erode democracies, as grievances
can breed polarization and distrust in institutions.** Given indicators that AI will transform
labor markets, with projections from the World Economic Forum predicting some 92 mil-
lion jobs could be displaced by AI by 2030 (while some 170 million new ones may emerge),
considering the knock-on effects for democracy will become critical.”® These impacts on
workforces can transform politics in direct ways (changing the shape and size of government
workforces) and indirect ways by changing society, the economy, and the political climate.
Al offers risks for heightening polarization and extremism, degrading social cohesion, and
advancing inequalities, while it also offers promise to help build democratic movements

and communities.*® Here, too, Al presents a double-edged sword, offering opportunities to
support democratic movements and aspects of socioeconomic progress through labor market
opportunities and services to support marginalized groups.”’

Outside of these four critical intersections, the wider contextual landscape that shapes these
domains is the broader security and geopolitical environment. While beyond the scope of
this paper to explore in detail, this global geopolitical backdrop is important to recognize as
Al contributes to shaping the fundamental security of democracies and their relative power
in the global system.?®

AI AND DEMOCRACY: MAPPING THE INTERSECTIONS



Actors at The Intersection of Al
and Democracy

Mapping the state of activities at the intersection of Al and democracy reveals several
typologies from which interventions emerge. Al has expanded the pool of stakeholders
around which traditional “democracy interventions” once formed. A variety of prominent
interventions today have originated from technology firms which have sought to apply
innovations for public use. Others have emerged from public and civic spaces, or from policy
institutions, seeking to identify and co-create technological solutions in partnership with
technologists or by bringing technological expertise in-house. Understanding these different
approaches, the relevant constellations of stakeholders, and their relative strengths and
weaknesses can help democracy proponents map and discern the different pathways through

which relevant interventions are developed and deployed.

Box 2. Types of Intervention Models in Al and Democracy

1. Policy-led, technology-enabled: Driven by policy actors seeking technology
solutions to democratic challenges.

2. Politics-led, technology-enabled: Driven by candidates, campaigns, and
elected officials deploying technology with potential to enhance citizen-
government feedback loops.

3. Civil society-led, technology-enabled: Driven by civil society scaling their
advocacy and monitoring by integrating technology tools and expertise into
agendas and activities.

4. Technology-led, policy-deployed: Developed by technology firms that seek
to apply them to policy spaces.

The following categories show prominent models of interventions in Al and democracy:

Policy-led, technology-enabled: Some interventions are driven by policy actors seeking
technology solutions to address democratic challenges. These originate within policy
spaces and flourish from strong tech-policy partnerships, but take on different institutional
structures. One example is the Engaged California program, which enables California
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policymakers to collect and analyze citizen preferences in an effort to amplify their voice in
governance.”” The program has used Ethelo, a public input and decisionmaking platform,
to gather data as well as Claude and other Al tools to help with sensemaking of the data.
Policy actors worked in close collaboration with external technologists, alongside contracted
program designers with expertise in policy and technology, to collaborate with the state
government’s Office of Data and Innovation staff to build the program.

Politics-led, technology-enabled: Another category of interventions stems from politics.
Election campaigns are leveraging technologies like ElevenLabs to detect misuse of their
voice and other tools to improve their ability to listen to and process diverse information
from voters and constituents. Some are using generative Al for political advertising, raising
many risks for democracy related to personalizing propaganda and influence while also
offering benefits for democracy by enabling constituent-centered, responsive campaigning.*’

Civil society-led, technology-enabled: Another model is led by civil society actors, who
seek to expand and scale their advocacy and monitoring role by integrating technology tools
and expertise into their agendas and activities. Examples include the Atlantic Council’s
Digital Forensic Research (DFR) Labs and Amnesty International’s Mobile Verification
Toolkit, which both employ and partner with technologists to develop tools to identify
malign use of Al on elections and other democratic spaces. Another example is Doublethink
Lab’s global civil society network, working to deploy computational tools to map Chinese
malign propaganda and influence.”!

Technology-led, policy-deployed: Increasingly, powerful democracy interventions include
those innovated by technology firms that seek to apply them to policy spaces. Those driven
by powerful companies in the technology industry include Google DeepMind’s Habermas
Machine, an Al-driven dialogue and conflict mediation tool, provides one example of this
approach. Google technologists developed a tool for social and democratic purposes, apply-
ing it to social policy spaces through partnerships with government actors who seek to better
understand citizen preferences.*? The machine was deployed in the UK to identify common
ground on divisive policy issues, such as immigration, minimum wage, and childcare
policies. In another example, Pol.is and Google Jigsaw’s sensemaking tools were deployed

to collect and analyze data from citizens in Bowling Green, Kentucky, in partnership with
strategy firm Innovation Engine. They quickly gathered data to highlight areas of mixed
public opinion and alignment, revealing public agreement on community priorities around
roads and traffic to inform relevant road system policy interventions, among other areas.*’

The four archetypes of interventions differ in important ways, each with distinct merits and
implications for democratic outcomes.

No one constellation of actors will suffice. Institutions must therefore consider the requisite

policy and technology expertise and civil society oversight that shape different interven-
tions, and the potential blind spots that can arise in different models. For example, a
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technology-led intervention can lack sufficient understanding of policy nuances and unin-
tended social consequences and may lack related monitoring and evaluation. A policy-led
intervention can lack sufficient technological expertise, requiring attention to partnerships
or hiring within policy organizations to ensure requisite capacities to integrate technological
solutions into policy interventions and to sustain them. Because of their scale and access

to resources, technology-led and policy-led interventions are particularly important for
democracy advocates to examine and identify strategies to ensure their maximal impact in
designing interventions and developing partnerships to support them.

Scholars are calling for the training of a new cohort of “public interest technologists,” given
the imperative of improving digital skills among public servants to ensure the promise

of technology is met for democratic institutions.** Building on these considerations, it is
essential for democracy-relevant efforts to critically assess organizational capacity to balance
technological capacity, policy expertise, and civil society engagement and oversight to
maximize effectiveness and mitigate risks in any intervention model.

Challenges

This section highlights issues raised by experts as key challenges at the intersection of Al and
democracy. It is followed by a discussion of potential opportunities.

Campaigns and Elections

The influence of technological change on elections remains a critical concern for democratic
processes, including the potential effects of Al on the voter information environment,
design and content of political campaigns, and the administration of elections and electoral
institutions.

Public trust in electoral processes and institutions is fundamental to democracy. The 2025
Carnegie California Al Survey reflected high levels of public concern about the effect of

AT on the political climate that can shape election cycles, with a majority (55 percent) of
respondents saying they are “very concerned” about Al-generated content online heightening
political violence and polarization, and a still significant number (27 percent) saying they

are “somewhat concerned.”® Respondents reported mixed optimism about AI’s productive
use in democracy, with citizens evenly split on whether Al can help them become “a more
informed and engaged voter and citizen” (with an equally significant number reporting
“don’t know”). Such findings indicate an ongoing need for governments to better communi-
cate about how Al can help and hinder elections.

11
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Figure 1. Views on Al and Civic Engagement

Do you think that Al tools can help you to become a more informed and engaged voter and citizen?

Hyes BNo Don't know

Al 33% 41% 26%

Male 41% 36% 23%

Female 25% 46% 29%

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Source: 2025 Carnegie California Al Survey
N=758

AT’s direct influence on elections through its impact on political content is already visible.
Domestic and foreign actors aiming to sway election outcomes can use Al to produce
synthetic and multimodal content to attack political rivals or to persuade voters through
partisan and misleading information.* Deepfake videos have been detected in efforts to
influence elections across the world.#” This includes sexualized deepfakes and other attacks
on female politicians, which not only harm candidates directly but can create a chilling
effect that discourages women from running for office.*®

Combinations of civil society, government, and private sector companies have worked to
track influence in elections. Policy-led monitoring interventions include the work of the
European Union (EU)’s External Action Service, which reports on foreign influence cam-
paigns targeting EU and neighboring elections.” Technology companies also deploy various
watermarking and provenance efforts aiming to enable users and monitors to determine

the authenticity of content. Meta, for example, requires Al content used in elections to be
marked with disclaimers. OpenAl has emphasized banning political uses of Al and notes

its use of Al to automatically reject hundreds of thousands of requests to generate images

of political candidates.” But researchers find these monitoring and watermarking efforts
have limited effectiveness, indicating the imperative for more comprehensive solutions.” For
example, New York Times reporting found limited watermarking of Al-driven content on
Meta platforms in a recent Indian election.”” Some companies are engaged in work to iden-
tify and combat influence campaigns in addition to implementing standards on disclaimers.
OpenAl claims to have disrupted influence operations aimed at voters in elections in the
European Union, Ghana, India, Rwanda, and the United States,” but the scale of the risk
and evidence of Al’s influence to shape electoral results demonstrates the need for additional
safeguards.

AI AND DEMOCRACY: MAPPING THE INTERSECTIONS



Political campaigns and social movements can also use Al to personalize efforts to influence
voters in the content of their campaigns, refining messaging in addition to creating text,
images, and voice content. While these capabilities can bring benefits, discussed later,

they also raise risks around the proliferation of increasingly sophisticated and personalized
propaganda and misinformation campaigns. These concerns arose in the recent election of
Prime Minister Narendra Modi in India, where “hyper personalized” Al-powered avatars
were used to reach citizens, aiding influence campaigns.’* Democracy advocates underscore
the importance of deploying multiple tools and approaches to counter these harms, given the
limitations of regulation practices alone.

Beyond risks to the information environment, Al’s impact on election administration is
another concern. LLMs that share information about voter registration, voter identification
requirements, polling access, and more could potentially contribute to voter suppression,
either through the spread of misinformation (as documented in a U.S. state election where
generative Al robocalls aimed to discourage voters®), by spreading outdated information,

56 These issues can have immediate impacts on voters’

or by overwhelming electoral systems.
choices and abilities to vote. They can also have wider destabilizing effects if they undermine

public trust and election credibility.

Governance and Services

How governments use Al raises additional risks for democracy beyond elections. Al is
already being used in a variety of government settings, from automating daily workflows to
major government programs,” yet policies and guardrails are fairly limited at the moment.*®
The U.S. National Conference of State Legislatures found that 64 percent of federal gov-
ernment employees and 51 percent of state and local government employees reported “using
an Al application daily or several times a week,” in fields like border patrol, drone manu-
facturing, biometric data collection, and more.”” However, in the absence of comprehensive
guidance, public sector entities are increasingly seeking additional expertise about regulatory
and ethical compliance from private sector firms like Credo AI, Civic.Al, and others,

constituting what critics call a form of legal “whack-a-mole.”*

Close monitoring and regulatory guardrails on government use of Al is necessary given the
risks of unintended effects or active discrimination. As an example, in 2013, Kenya used Al
technologies to support their efforts to collect and analyze fingerprint data to administer
voting, but the data failed to but found identify citizens with callused hands, revealing how
these technologies can struggle to fairly reach across populations.® Al-related government
interventions must take questions of bias and equity into their design and monitoring to
ensure potential interventions do not disenfranchise or harm citizens.

13
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Beyond the potential for unintended consequences, human rights monitors raise serious
concerns about intentional harms that can stem from government misuse of Al. Publics have
generally been skeptical of technology’s ability to increase government collection of personal
data, reflecting cross-cultural norms whereby “historically, people have recognized the value
of anonymity in public spaces.”®* Numerous cases have revealed how governments use Al to
repress populations, enhancing the scale and sophistication of already worrying clampdowns
on civil society worldwide. Al-assisted government repression manifests in different forms,
including enhanced surveillance, online censorship, and targeted persecution of online users.
It can also facilitate internet shutdowns, government propaganda, and state-led disinforma-
tion campaigns.®® These concerns raise stark challenges for policymakers and practitioners
who wish to prevent or respond to abuses, especially in autocracies.

As just one concerning example of potential uses of Al for repression, human rights activists
have criticized the Chinese government following reports of its use of Al emotion-detection
software to support repression of Muslim Uyghers in Xinjiang.®* Similarly, Iran’s use of Al
for facial recognition, geolocation, and analysis of web traffic has reportedly been used to
surveil and suppress women’s protest movements.® Democracy proponents are urging gov-
ernments to impose sanctions on entities that enable or engage in Al-facilitated repression,
as illustrated by calls to sanction the Chinese firm Tiandy after its technologies were used
for repression in Iran.®® Advocates have also used evidence from monitoring efforts—such as
Freedom House’s Freedom on the Net reports—to push technology companies to cease sales
of Al products to authoritarian regimes.”’

These concerns will require close tracking, especially given data from global democracy
indices about closing civic space and rising rates of government repression.

Social Cohesion, Rights, and Socioeconomic Conditions

Al also has potential to shape the wider social, economic, and political climate through vari-
ous pathways that can undermine democracy through immediate and/or longer-term effects.
These impacts can manifest through various secondary impacts on the political environment
that can undermine democracy, even if they do not directly impact government institutions
or elections.

Studies have found that LLMs can produce politically biased and highly persuasive con-
tent, which can undermine democracy by influencing political views, though these effects
vary depending on topic, model type, and other factors.®® Carnegie’s President Mariano-
Florentino Cuéllar and scholar Seth Lazar caution that language model agents, which are Al
systems using LLMs, can spread misinformation even more convincingly. They warn that
this could drive people away from online spaces, further erode public trust, and reinforce
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ideological rigidity. As they note, “if you could just as well be talking to a human as to a
bot, then what’s the point in that conversation at all.”® It’s a grave risk that Al’s influence
in public squares could wreak havoc on the foundations of trust and participation central to
democratic flourishing.

But it is not just the information environment that is at stake. Research indicates economic
disruption can play a role in democratic backsliding—in concert with other factors, includ-
ing culture, legal change, leaders, and media.”® As a result, Al’s broader interactions with
jobs and the economy may also impact democracy. But the nature and scale of AI’s potential
economic disruption remains disputed. Current analysis suggests that Al's impacts on job
markets have been limited. An October 2025 Brookings study, for example, saw no notable
change in the proportion of workers in occupations exposed to Al since ChatGPT’s launch
in November 2022.”" Meanwhile, Goldman Sachs estimated in August 2025 that innovation
related to Al could displace 6 to 7 percent of the U.S. workforce, finding technology indus-
try employment rates declining and younger workforces disproportionately affected in the
face of rising Al adoption.”

Even if these immediate effects have been limited, surveys suggest populations are growing
increasingly worried. The Carnegie California Al Survey reported the potential disruption
of jobs by Al as a major concern across demographic groups, though most also report that
AT will be important to the state’s economic growth and competitiveness. About half of the
Californians polled believe that the use of Al in the workplace will lead to fewer job oppor-
tunities for themselves in the long run, while only 8 percent believe Al will improve long-
term job prospects.”? Al's effects on the economy through job losses, wealth concentration,
or other factors will require continued scrutiny and mapping to guide policy responses.

It’s a grave risk that Al’s influence in public squares could wreak
havoc on the foundations of trust and participation central to
democratic flourishing.

Opportunities

As challenges increase, so too do potential opportunities for using Al to strengthen democ-
racy. These opportunities, however, are often not well understood and face high levels of
mistrust from the public.” It’s imperative that governments are transparent and communi-
cate about how they are using Al alongside attention to safety and requisite guardrails.
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Figure 2. Interventions at the Intersection of Al and Democracy:
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Intervention

Country

Intervention

Campaigns and Elections

Al translation tools India An Al translation tool, Bhashini, launched in July 2022 and has been used to
for voters translate Indian politicians' speeches into citizens' native languages.

Source: https://restofworld.org/2024/aapi-victory-alliance-ai-voter-outreach/
Atlantic Council's United The lab investigates influence operations and emerging digital threats, using a
DFR Labs States variety of tools including Al/ML.

Source: “https://www.atlanticcouncil.org/programs/digital-forensic-research-lab/
Amnesty United A Mobile Verification Toolkit provides tools and guides for civil society to conduct
International's MVT Kingdom  digital forensics of mobile devices to detect potential compromises, with global
Toolkit reach.

Source: https://securitylab.amnesty.org/tools-and-guides/
Al powered voter India An Al-powered Voter Verified Paper Audit Trail for elections in India has been
verified paper audit proposed to use image processing and machine learning to improve the speed
trail of verification efforts.

Source: https://arxiv.org/abs/2212.111242utm_source=chatgpt.com
TurboVote for United Turbovote, a tool from Democracy Works, provides verified election data to
election information  States Al companies through an elections API.

Source: https://turbovote.org/
Al-driven sentiment  Mauritius  Al-driven sentiment analysis was piloted in Mauritius in 2024 to improve

analysis to forecast
election outcomes

AI AND DEMOCRACY:

election forecasting.
Source: https://arxiv.org/abs/2410.208592utm_source=chatgpt.com
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Intervention name Country

Deliberative Democracy

Engaged California

United
States

Intervention

The Deliberation program in California uses Al to help Californians engage with
government officials, supporting the sensemaking process to help government
officials analyze citizens' contributions.

Source: https://engaged.ca.gov/

Google Jigsaw in
Bowling Green, KY

United
States

The Deliberation program in Bowling Green, Kentucky, in partnership with

Google Jigsaw, uses Al to help local leaders hold one of the largest online civic
conversations in the U.S. to date, using Al to help policymakers understand public
sentiment and to inform city policy.

Source: https://medium.com/jigsaw/how-one-of-the-fastest-growing-cities-in-kentucky-
used-ai-to-plan-for-the-next-25-years-3b70c4fd1412

Habermas Machine

United
Kingdom

This Deliberation program in the UK developed by Google DeepMind and
researchers at the University of Oxford uses Al to generate summaries of
participants' arguments in real time.

Source: https://kt4ddemocracy.eu/news/ai-tool-deliberation-habermas-machine

Citizens Assemblies

France

With Make.org, an Al platform is used to enable the public and parliamentarians
to debate end-of-life issues.

Source: https://about.make.org/articles-en/citizens-convention-on-end-of-life-
with-make-org-the-esec-offers-an-innovative-ai-platform-to-enable-the-general-
public-and-parliamentarians-to-take-greater-ownership-of-the-debates-held-by-
citizens#:~:text=The %20Citizens %27 %20Convention % 200n %20the,situations %20
encountered%2C%200r%20should%20change

Arantzazulab
Laboratory

Spain

A democracy innovation laboratory working in partnership with organizations like
DemocracyNext, MIT’s Center for Constructive Communication, and Mondragon
cooperatives, and working to embed Al into deliberative processes.

Source: https://arantzazulab.eus/en/arantzazulab-laboratory-model-governance-and-
democracy-innovation-2/

Masakhane Project

Africa

Governance and Services

A grassroots NLP community across Africa aims to inform and improve NLP
models developed for the African continent.
Source: https://www.masakhane.io/

Al-Enabled United AIPP is an R&D and product lab pioneering ways to integrate Al into the
Policymaking Project States policymaking process in collaboration with the RAND Corporation, the Stimson
and Center, and the Tony Blair Institute for Global Change.
United Source: https://www.aidpolicy.org/
Kingdom
Al for lawmaking Brazil Reported use of ChatGPT to write a law in Porto Alegre, Brazil.
Source: https://apnews.com/article/brazil-artificial-intelligence-porto-alegre-5afd1240a
fe7b6ac202bb0bbc45e08d4
Drone-based health Rwanda  Zipline International uses Al in drone technologies to deliver vaccines and health
supply delivery and resources to remote health care facilities.
Ghana Source: https://www.thinkglobalhealth.org/article/drones-deliver-humanitarian-aid-
africa
Ask Jamie Singapore A virtual assistant program in Singapore uses Al to help users access government
services and informaiton.
Source: https://www.kav-egov.org/2025/05/23/singapores-virtual-assistant-ask-jamie-
serves-90-agencies/
Al government Estonia A variety of Al-powered interventions is aiding public sector service delivery in

chatbots

health, traffic management, and other areas.
Source: https://publicsectornetwork.com/insight/case-study-ai-implementation-in-the-
government-of-estonia2utm_source=chatgpt.com

17

30V3Id TYNOILVNYILNI ¥O4d LNIWMOANIT 3IIHINYVO


https://engaged.ca.gov/
https://medium.com/jigsaw/how-one-of-the-fastest-growing-cities-in-kentucky-used-ai-to-plan-for-the-next-25-years-3b70c4fd1412
https://medium.com/jigsaw/how-one-of-the-fastest-growing-cities-in-kentucky-used-ai-to-plan-for-the-next-25-years-3b70c4fd1412
https://kt4democracy.eu/news/ai-tool-deliberation-habermas-machine
https://about.make.org/articles-en/citizens-convention-on-end-of-life-with-make-org-the-esec-offers-an-innovative-ai-platform-to-enable-the-general-public-and-parliamentarians-to-take-greater-ownership-of-the-debates-held-by-citizens#:~:text=The%20Citizens%27%20Convention%20on%20the,situations%20encountered%2C%20or%20should%20change
https://about.make.org/articles-en/citizens-convention-on-end-of-life-with-make-org-the-esec-offers-an-innovative-ai-platform-to-enable-the-general-public-and-parliamentarians-to-take-greater-ownership-of-the-debates-held-by-citizens#:~:text=The%20Citizens%27%20Convention%20on%20the,situations%20encountered%2C%20or%20should%20change
https://about.make.org/articles-en/citizens-convention-on-end-of-life-with-make-org-the-esec-offers-an-innovative-ai-platform-to-enable-the-general-public-and-parliamentarians-to-take-greater-ownership-of-the-debates-held-by-citizens#:~:text=The%20Citizens%27%20Convention%20on%20the,situations%20encountered%2C%20or%20should%20change
https://about.make.org/articles-en/citizens-convention-on-end-of-life-with-make-org-the-esec-offers-an-innovative-ai-platform-to-enable-the-general-public-and-parliamentarians-to-take-greater-ownership-of-the-debates-held-by-citizens#:~:text=The%20Citizens%27%20Convention%20on%20the,situations%20encountered%2C%20or%20should%20change
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https://apnews.com/article/brazil-artificial-intelligence-porto-alegre-5afd1240afe7b6ac202bb0bbc45e08d4
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https://publicsectornetwork.com/insight/case-study-ai-implementation-in-the-government-of-estonia?utm_source=chatgpt.com
https://publicsectornetwork.com/insight/case-study-ai-implementation-in-the-government-of-estonia?utm_source=chatgpt.com
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Intervention name Country Intervention

Social Cohesion

Eticas.Al Spain Al auditing system to track bias, fairness, model performance, and risks over
time, with a base in Spain, the U.S., and the UK.
Source: https://eticas.ai/

Humane Intelligence United Al evaluation program for making Al systems more accountable, responsible, and
States fair, with offices in Katy, Texas, and Washington, DC.
Source: “https://humane-intelligence.org/

TechTonic Justice United A community-based effort to strengthen local justice movements to address Al-
States inflicted harms on vulnerable communities, with a base in Los Angeles, CA.
Source: https://www.techtonicjustice.org

Digital dialogues Sudan Al-powered tools to collect and analyze data, aiming to make peace processes
more inclusive in Sudan, in partnership with Chr. Michaelson Institute.
Source: https://reliefweb.int/report/sudan/cmi-insight-artificial-intelligence-and-
peacemaking-case-digital-dialogues-sudan

ML for peace Yemen Machine learning is helping to support peace negotiations in Yemen.
negotiations Source: https://arxiv.org/pdf/2207.11528
Al for peacebuilding  Libya Al to support peacemaking in Libya through dialogue and polling activities with
the public.
Source: https://peacepolls.etinu.net/peacepolls/documents/009260.pdf
Al Leap (Tl Hiipe) Estonia The Al education program in Estonia is helping schools adapt to Al technologies
Initiative and promote Al literacy.

Source: https://en.tihupe.ee/

Campaigns and Elections

Various Al interventions to improve campaigns and elections have demonstrated the poten-
tial to increase their representativeness, with many efforts in early pilot stages. Technology-
led interventions have developed so-called broad listening tools that include AI components
that can help policymakers and politicians capture vast stores of information, attempting to
improve the responsiveness and ultimate success of campaigns to reflect the preferences of
the people. These practices, sometimes referred to as demos scraping, offer promise that pro-
ponents suggest may help improve policymakers’ and political candidates’ responses to voter
preferences.”” Al listening technologies, such as Cortico, use a mix of Al and human sense-
making to better capture recorded audio from small-group dialogue.”® These tools can help
candidates better represent electorates, though they also come with risks in relation to the
misuse of data and the potential for influence, as explored earlier. Other politics-led inter-
ventions are emerging as political candidates leverage Al to interact with and connect with
voters, as evidenced in 2022 elections in South Korea, where presidential candidates began
to use Al avatars to communicate with voters.”” Similar innovations have grabbed headlines
in Japan, a young Al engineer turned gubernatorial candidate who rose to prominence when
he deployed an Al avatar to answer voters’ questions, and where work has since expanded
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under a new party working to use similar technologies to support public questioning and
input into Japan’s legislative process.”® Other politics-led innovations include emerging
efforts among technology-focused political parties to develop Al-generated policy platforms
in Denmark.”” Such uses raise important questions among critics related to human oversight
in political decision-making while advocates are hopeful the tools can help candidates better
process and disseminate information that reflects the priorities of voters.

Al can also help electoral institutions and election administrators reach voters by improving
the accuracy and reach of voter registration, outreach, and election administration. Some
election administration interventions are technology-led, developing in partnership with
policy and civic actors. For example, Anthropic’s partnership with Democracy Works has
aimed to promote the safe and trusted use of generative Al for voter information through
the platform.®® Others are led by policy actors, enabled by technology tools and systems to
simplify once burdensome administrative processes. Examples include programs developed
through the U.S. Electronic Registration Information Center (ERIC), which has used
nongenerative Al to support voter roll management, reaching populations who may be
missed by conventional practices and correcting errors.® Some U.S. states, such as New York
and California, are deploying generative and nongenerative Al chatbots to answer basic voter
questions about voter eligibility and procedures or to support language translation.®> AI has
in fact supported the large scale translation of voter materials in many contexts, meaningful-
ly expanding the reach of voter materials in politically diverse settings, with another example
being the translation of voter materials in multilingual India.** Also in India, the Election
Commission has introduced an Al-powered system in a voter-verified paper audit trail,
which has led to higher voter confidence, though scaling to machines across constituencies
and mitigating technical errors remains a challenge.®

AT may also improve the quality and scale of political polling. Scholars find that high quality
and accurate polling can serve as a “pipeline from the governed to the government,” enabling
citizens to influence political outcomes.® Studies show that LLMs can generate polling data
closely mirroring human-produced results in certain contexts, with potential to conduct
larger-scale and more accurate polling than conventional practices. While current models
have limitations, data quality is likely to improve as LLM capabilities advance.®® Scholars
working in Mauritius used Al-driven sentiment analysis to analyze existing data to success-
fully forecast election outcomes, offering a tool for political forecasting that can be especially
beneficial in areas with limited polling infrastructure.®”

Some civil society groups are using Al to strengthen election monitoring and advocacy
efforts, which serve as checks on power to monitor and protect democracy. These civil soci-
ety—led, technology-enabled efforts include technologies to detect election interference, such
as the Atlantic Council’s DFR Lab’s Foreign Interference Attribution Tracker (FIAT).® Pre/
de-bunking campaigns that have been leveraging Al to gather and analyze data to capture
mis/disinformation include Google’s pre-bunking campaigns and work by the Sleeping
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Giants global collective.® Amnesty International’s Mobile Verification Toolkit (MVT) has
been working to support civil society efforts to identify evidence of unlawful surveillance

or digital attacks that undermine democracy by targeting campaigns and activists.” Audio-
focused Al companies such as ElevenLabs offer tools to analyze audio content for authentici-
ty that may help politicians track misuse of their voice for malign election influence.”

Citizen Deliberation and Input

Al may help dramatically scale and even improve the quality of citizen dialogues through ac-
tivities to advance deliberative democracy. These efforts to collect and analyze citizen inputs
into policy deliberations “can enhance public trust in government and democratic institu-
tions by giving citizens a more meaningful role in public decision making.”* Preliminary
studies found AT tools have driven productive outcomes in deliberation models, decreasing
adversarial messaging, amplifying marginalized voices, and improving consensus-building.”
While these benefits offer hope to expand citizen input into the policymaking process,
deliberative democracy efforts (including those with AI components and those without)
require attention to representativeness in citizen engagement and attention to ensuring these
forms of input translate to meaningful policy impact.”*

Some efforts have applied Al components to online deliberation platforms, such as Pol.is and
Remesh.” These technology-led programs, which pre-date Al have begun to leverage Al to
support contemporaneous translation, automated moderation, and educational support for
participants, as well as facilitate high quality and efficient sensemaking—Ileveraging Al to
analyze large amounts of data to develop actionable insights for policymakers. With poten-
tial to improve the speed, scale, and quality of consultations, these efforts may help improve
policy responsiveness to citizen demands and combat democratic threats such as gridlock
and polarization. Much of this work is in the early stages with limited documentation of the
concrete impacts of these tools on democratic metrics beyond the setting of a small-scale
experiment, but experts share considerable interest in the potential of these tools to enhance
citizen dialogue and democratic participation. Technology companies have developed and
piloted different applications of these tools for policy deliberations, including through
partnerships with local and national policymakers.

Governments have begun deploying these tools in policy-led interventions at international,
national, state, and local levels. For instance, the newly launched Engaged California
program, run by the state government’s Office of Data and Innovation using the technol-
ogy platform Ethelo, aims to help Californians engage with government officials to share
concerns and preferences, with pilot programs focused on disaster relief. The program is
leveraging Al primarily in the sensemaking process to help government officials analyze
citizens” contributions, developing in partnership with civil society collaborators. California
policymakers involved in these efforts have used Al tools such as Claude to help public
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officials extract meaning from large amounts of qualitative data, a process that was previous-
ly incredibly difficult and time-intensive.

Engaged California has been influenced by the extensive deployment of Al tools for deliber-
ation models in Taiwan and elsewhere, building on efforts to expand the concept of “digital
public squares.”® Other policy-led efforts include the French Citizens’ Convention on the
End of Life, which used AI to help summarize large amounts of information through the
platform Make.org to increase transparency around the deliberations,”” and efforts to devel-
op deliberation tools through the Arantzazulab democracy innovation laboratory in Spain,
in partnership with civic groups like DemocracyNext and academics from MIT’s Center for
Constructive Communications.”® Policymakers have used these platforms to help citizens
engage with policy issues and share their preferences beyond the traditional constraints of
physical public gatherings. Experts and practitioners are increasingly focused on expanding
these initiatives, including in terms of the numbers of participants, broadening the levels of
governance they inform, increasing the numbers of deliberations across settings and issues,

and improving the institutionalization and quality of their use.”

Broadening the lens further, technology-focused civil society groups are even trying to
increase democratic and collective inputs into Al model development. This work builds on
calls to “democratize AI” by defining and evaluating the “democratic level” of AI models
and working toward more participatory and public-interest AL.'° Further effort to identify
how public input can meaningfully influence model development will be necessary, especial-
ly given the potential power and influence of Al models on democratic outcomes.

Existing efforts to increase democratic input into model development include various
technology-led initiatives, including Anthropic’s Collective Constitutional Al, OpenAI’s
Democratic Inputs to Al grant program, Meta’s Community Forums, and Google
DeepMind’s STELA project.'® But critics point to the need for democratic checks on these
activities from civil society and others to enable inputs that are not owned by technology

2102 In

firms, in service of “pluralistic, human-centered, participatory, and public-interest Al
light of such critiques, Nathan Sanders and Bruce Schneier point out the importance of
these “alternatives to Big AI” given big technology companies’ market monopolies and
“perverse incentives,” and point out the importance of citizens” investments in public alterna-
tives such as Switzerland’s free public Apertus Al model'® and other work to build public
alternatives in Singapore and Indonesia. Nonprofits are also building open-source models

as alternatives, attempts expand civil society’s input into Al model development include the
LM Arena project, and efforts to balance the Western-centric models and inputs,'* such as
the work of Africa’s Masakhane project.'” But challenges remain in enabling these alterna-
tive models to sufficiently compete with powerful technology companies and their market

advantages.
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Governance and Services

The influence of Al on government services and government institutions is nascent but po-
tentially transformative. Policymakers and technologists, sometimes working in partnership,
have identified numerous ways that AI can improve public services and government work,
benefits that could prove impactful in government settings notorious for inefficiency.

Applications of Al to improve government efficacy and efliciency include using Al tools to
draft memos and legislative text, to summarize hearings and research documents, to analyze
stakeholder positions, and to simplify complex language.'*®

Civil society initiatives are working to monitor and advise on Al use in public policy,
especially given many of the previously discussed risks related to government use of Al. Such
efforts include the AI-Enabled Policymaking Project, a collaboration between the RAND
Corporation, the Stimson Center, and the Tony Blair Institute for Global Change, launched
recently as a “new R&D and product lab pioneering ways to integrate Al into the policy-

making process.”"”

Other civil society—led initiatives are working to use Al to improve development outcomes
in low- and middle-income countries. The potential for these efforts to drive development
gains is notable especially as they are unfolding at the same time as traditional funding for
global development programs is contracting.'”® Global “Al for Good” initiatives—backed

by firms like Microsoft, Meta, Amazon, and Apple—have deployed pilot-style interventions
driving some positive results in a variety of contexts, showing some promise to support
conservation, health systems, disaster prediction, and more.'”” This includes programs that
have used Al to support global health and agriculture in various global settings, for example,
through programs through Jacaranda Health and Digital Green in India, and through inno-
vations in drone-delivered vaccine service in Rwanda and Ghana."'® Yet critics warn of risks
to local control and risks of exploitation, underscoring the need to monitor potential harms.'"

Governments in Europe and Asia have also grown large policy-led Al programs enabled by
technology partnerships and applications that aim to improve citizen-government commu-
nication and government program reach. Programs and interventions include popular Al
chatbots helping to process citizen inquiries. In Singapore, an Al-powered virtual assistant
program called “Ask Jamie” manages citizen queries across more than ninety government
agencies to help deliver information and support citizen use of public services,'* and a
similar use of Al-enabled chatbots is being deployed in Estonia.'® These uses of Al for public
service delivery offer considerable promise to advance government efficiency and reach,
though they come with risks related to data breaches as well as potential mistakes and bias,

requiring safeguards and monitoring.'
Al may also improve the quality and pace of lawmaking. Tools such as Lexis+ are working

to aid in legal research and drafting, with potential to shape the rule of law by enhancing
legal implementation and the speed and efficiency of lawmaking. Al can potentially help
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with tasks such as identifying legal loopholes' and helping lawmakers write complex

116 though these efforts, too, require continued monitoring and experimentation

regulations,
to reduce the risks of bias and ethical dilemmas. The use of generative Al to write laws
remains a question of continued ethical scrutiny requiring urgent attention, especially with
reports that Al was “secretly” used by lawmakers to write an ordinance in a Brazilian city—
an interesting test case in a country with a complex, overloaded legal system—one that is
increasingly turning to Al to automate judicial processes, including tools for legal research,

transcription, and caseload management.'”

Social Cohesion, Rights, and Socioeconomic Conditions

AT’s potential to support social justice and economic growth adds an additional dimension
to debates around Al and democracy. While Al poses a host of challenges for socioeconomic
conditions and social cohesion, it also brings tools to support democracy advocates and

civil society in their work. Interventions in this area are diverse, including many driven by
civil society working to use Al to support monitoring of digital abuses and adverse incident
reporting.

Some civil society—led, technology-enabled activities are focused on using Al technologies
to help detect instances of bias and harm from Al. Examples of these initiatives include
the work of Eticas.ai, Humane Intelligence, and TechTonic Justice, whose agendas work
to identify bias and misuse in Al systems.'® Other activities driven by civic groups around
the world are working to leverage Al technologies to expand public participation and
community-building.'"”

Scholars of democracy movements identify potential for social activists to use LLMs and
other AT tools to improve messaging (and “counter” messaging), helping social movements
tailor messages to different audiences.'* Social movements can also turn to small language
models and distributed computing, which would enable AI applications to run independent-
ly of the internet, a lifeline for movements working in restricted internet contexts. As scholar
Erica Chenoweth writes, “This strategic use of Al for information management and narrative
control could prove crucial in leveling the playing field for democratic actors against more
resource-rich adversaries.”'?' Because many civic organizations note a need to improve skills
and capacity to leverage Al tools in their work, efforts to link democracy movements with
tech skills and technologists through initiatives such as the Code for All Network may help
strengthen civic organizers’ operational capacity and effectiveness to use Al in their work.'*

AT also holds potential promise to support peace and the conditions for postconflict democ-
racy. These interventions include a number of policy-led and civil society—led efforts that are
primarily at an early stage, lacking wider uptake and evaluation. Yet growing investments

in these areas signal rising interest in AI’s application as a tool for peace. Some efforts to use
Al for peacebuilding include work from the Chr. Michaelson Institute (CMI) using LLMs
for digital dialogues in Sudan,'?® machine learning activities aiming for peace negotiations

23

30V3Id TYNOILVNYILNI ¥O4d LNIWMOANIT 3IIHINYVO



24

in Yemen,'** and efforts led by the UN Department of Political and Peacebuilding Affairs to
use Al for peacebuilding in Libya.'” In Libya, project leaders found AI was a useful tool to
expand the Libyan populations’ participation in local dialogue to inform political processes.'*®
In Yemen, a study found machine learning tools helped mediating teams improve their
knowledge management, information extraction, and conflict analysis with potential to sub-
sequently strengthen peacebuilding approaches.’”” Much of this work is in pilot form, with
various logistical difficulties for deploying them in contexts of fragility and instability, not
least related to restrictions on internet access and internet freedom. Proponents are focused

on further testing and scaling tools to explore potential applications for peace.

Conclusion

Democracy and Al remain catalytic in their interactions—constantly intersecting, influenc-
ing, and shaping existing challenges and opportunities, while also creating something new.
In an important year ahead for democracy’s future, our mapping finds work at the intersec-
tion of Al and democracy is active, but diverse and boutique, indicating the importance of a
focus on institutionalization and scaling solutions.

For Al to, on balance, benefit and not weaken democracy, more work is needed to identify
the most promising interventions. The four intersection points mapped in this paper present
a diversity of spaces where efforts can shape democracy—from elections to wider domains
around citizen deliberation, governance, and social harmony—factors that are in turn
shaped by the broader environment of peace, geopolitics, and security.

We found that many interventions lack a formal “democracy” label, and many are in early
stages. There are some benefits to this terrain, as it signals iteration and experimentation,
which may lead to tailored interventions for specific contexts and issues. It raises a challenge,
however, because of the diversity of potential routes for automation to influence democracy.
A fulsome understanding of the range of activities and interventions potentially relevant to
their field requires democracy actors to widen their aperture beyond traditional sectors for a
more complete view of how democracy will be molded and shaped in the future.

The strength of democratic institutions, including government and civic organizations, to
leverage the benefits and mitigate the drawbacks will be paramount, requiring focus not
only on rapidly shifting technological and sociopolitical changes but also on shoring up
institutions to maximally address them. Technical solutions must also bring in social and
cultural expertise with attention to local context—a challenge laid bare by the fact that evi-
dence suggests that a majority of disinformation campaigns within Africa, for example, are
foreign-sponsored, and Al-assisted fact-checking systems are trained primarily on Western
datasets, risking inaccuracies and potentially distorting local information environments.'*

AI AND DEMOCRACY: MAPPING THE INTERSECTIONS



Those seeking to protect democracy will need to monitor the multiple and emerging spaces
and variety of actors, institutions, and expertise from which meaningful interventions can
blossom. Our mapping identifies promising and diverse interventions originating from civic,
technological, political, and policy spaces. Democracy interventions will require innovations
to flourish and grow in all of these spaces.

Technology-led efforts hold particular promise given the financial, technological, and
innovative power within industry, but interventions driven by technology firms to support
democracy require safeguards around issues of control, transparency, and citizen input and
deeper engagement with policy actors to understand real-world application of techno-solu-
tionist agendas.

Policy-led efforts also demonstrate substantial promise but require increased technical
capacity and civic input to ensure interventions are effective and avoid abuses. Growing
this potential requires attention to the development of public interest technologist pipe-

12 and innovations in skill building and staffing efforts such as trainings, fellowships,

lines,
and secondments to bridge policy and technology skills, especially in light of the financial
barriers to hiring and job retention in policy spaces that come from competition with high-
paid technology jobs. Democracy work will require effort to identify the conditions that can
drive effective interventions in each sector, alongside efforts to bridge siloes that hold back

effective collaborations between policymakers, civic actors, and technologists.

Beyond workforces, broader public education efforts will also play a role in supporting
democratic movements and social resilience to economic and political shocks. Across
democracies and nondemocracies, calls are growing to expand Al education in schools, often
involving work across technology, civil society, and public sectors to match policy prescrip-
tions with requisite training and teaching tools. China, Saudi Arabia, and the UAE have
introduced national mandates to expand Al education in schools, while in Europe, countries
such as Estonia have expanded Al education programs. In the United States, federal atten-
tion is rising to integrate Al in K-12 curricula, with California as the first state to mandate
Al literacy across math, science, and history by 2025. Strengthening public education on Al
can help bolster democracy by improving citizens’ understanding of these technologies as
they increasingly collide with public life and with democratic institutions.

While the task at hand is steep, the dynamism and variety of potential solution sites present
promise. With Al bringing simultaneous opportunities and threats for democracy in a
critical year ahead for democracy, the diverse array of activities at the intersection of the two
domains—including some that may not use the language of democracy but can substantially
impact democracy—demands closer analysis to help government, the private sector, and
civil society map this potential and invest in the areas with the highest possible impact for
democracy during a critical moment. This will require work to develop shared frameworks
and metrics around these intersections across sectors, and continued monitoring, identifica-
tion, and expansion of interventions that can offer maximal benefit for the protection and
expansion of democracy in the months and years to come.
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